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ABSTRACT
In the era of big data, many new algorithms are developed to try
and find the most efficient way to perform computations with
massive amounts of data. However, what is often overlooked is
the preprocessing step for many of these applications. The Data
Integration Benchmark Suite (DIBS) [1] was designed to understand
the characteristics of dataset transformations in a hardware agnostic
way. While on the surface these applications have a high amount
of data parallelism, there are caveats in their specification that can
potentially affect this characteristic. Even still, OpenCL can be an
effective deployment environment for these applications.

In this work we take a subset of the data transformations from
each category presented in DIBS and implement them in OpenCL
to evaluate their performance for heterogeneous systems. For tar-
geting heterogeneous systems, we take a common application and
attempt to deploy it to three platforms targetable by OpenCL (CPU,
GPU, and FPGA). The applications are evaluated by their average
transformation data rate (see Figure 1). We illustrate the advan-
tages of each compute device in the data integration space along
with different communications schemes allowed for host/device
communication in the OpenCL platform.

Figure 1: Performance results for IDX→TIFF application.
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Figure 1 shows the performance for one of the DIBS applica-
tions. In this case, the GPU performance is clearly superior to both
the CPU and the FPGA. The CPU execution is on a single core,
exploiting vector instructions for parallelism. The FPGA is an un-
rolled for-loop pipelined implementation. The FPGA performance
represents a speedup of 134× over the baseline sequential imple-
mentation from [1].

The primary distinguishing factor among the applications we
consider is the following: whether or not there is an apparent
sequential dependency in the specification of the data integration
task to be performed. Several of the applications have no such
dependency (i.e., they are embarrassingly parallel at the level of
individual data elements), and subsequently perform quite well on
each of the target platforms. The more interesting cases are those
for which there is a sequential dependency (e.g., parsing comma-
separated fields), and considerably more effort must be expended
to enable these applications to perform well.

The IDX→TIFF application has such a sequential dependency,
which has a negative impact on the FPGA performance specifically.
The remaining benchmarks illustrate a range of circumstances in
this regard.
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puting; Heterogeneous (hybrid) systems.
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